Solution Approaches for Facility Location of Medical Supplies for Large-Scale Emergencies

Maged M. Dessouky
University of Southern California, maged@usc.edu

Fernando Ordonez
University of Southern California, fordon@usc.edu

Hongzhong Jia
University of Southern California

Follow this and additional works at: http://research.create.usc.edu/nonpublished_reports

Recommended Citation
Dessouky, Maged M.; Ordonez, Fernando; and Jia, Hongzhong, "Solution Approaches for Facility Location of Medical Supplies for Large-Scale Emergencies" (2009). Non-published Research Reports. Paper 133.
http://research.create.usc.edu/nonpublished_reports/133

This Article is brought to you for free and open access by CREATE Research Archive. It has been accepted for inclusion in Non-published Research Reports by an authorized administrator of CREATE Research Archive. For more information, please contact gribben@usc.edu.
Abstract: In this paper, we propose models and solution approaches for determining the facility locations of medical supplies in response to large-scale emergencies. We address the demand uncertainty and medical supply insufficiency by providing each demand point with services from a multiple quantity of facilities that are located at different quality levels (distances). The problem is formulated as a maximal covering problem with multiple facility quantity-of-coverage and quality-of-coverage requirements. Three heuristics are developed to solve the location problem: a genetic algorithm heuristic, a locate-allocate heuristic, and a Lagrangean relaxation heuristic. We evaluate the performance of the model and the heuristics by using illustrative emergency examples. We show that the model provides an effective method to address uncertainties with little added cost in demand point coverage. We also show that the heuristics are able to generate good facility location solutions in an efficient manner. Moreover, we give suggestions on how to select the most appropriate heuristic to solve different location problem instances.
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1. Introduction

In the event of a large-scale emergency such as a terrorist attack (e.g. Sept 11) or a major natural disaster (e.g. hurricane), tremendous demands for medical supplies will occur at the incident site(s) in a short time period. Emergency preparedness requirements for such events need pharmaceutical caches to be pre-positioned or staging areas to be determined so as to enable a rapid disbursement of supplies from the national stockpiles (CDC, 2005). An important consideration in selecting the locations of facilities (i.e. the pharmaceutical caches or staging areas) is the coverage of the demand areas. A sufficient coverage of the demand areas by the facilities can ensure prompt medical services to the population, hence
minimizing the life-loss caused by the emergencies.

Most facility location models, including the ones in a context of emergency services, consider providing a single facility (possibly including a few backup facilities) to cover a demand point (Church and ReVelle, 1974; Schilling et al., 1979; Hogan and ReVelle, 1986; Marianov and ReVelle, 1996; Paluzzi, 2004). Such emergency models however typically have not considered conditions where a tremendous demand and low frequency combine to create situations with insufficient supplies and large uncertain demands. These conditions, which may occur in large-scale emergencies, require a modification in the definition of facility coverage to allow for redundant facility placements and tiered facility services to ensure an acceptable form of coverage of all demand areas. Given the occurrence of a large-scale emergency, the resources of a number of facilities need to be applied to quell the impact of the emergency. This implies that, to service a demand point, a number (multiple quantity) of facilities should be used, which can be classified in terms of the distance/time to the demand point. A facility that is close to a demand point provides a better quality of coverage to that demand point than a facility located far from that demand point (Dessouky et al., 2006).

In Jia et al. (2005), we introduced a new facility location model for the medical supply distribution for large-scale emergencies. This model aims to maximize the population coverage, and addresses the uncertainty of demand and lack of supplies at each facility by requiring each demand point to receive a multiple facility quantity and quality of coverage. Specifically, the multiple facility quantity-of-coverage means that each demand point is covered by a multiple quantity of facilities that can be decided based on the attributes of the demand point such as the population density and the likelihood to be impacted by an emergency. The multiple facility quality-of-coverage means that the demand points are to be serviced by the facilities at different and tiered distance levels. We note that facility location problems for routine demand services with uncertainties have been previously investigated; for example, see Chen and Lin (1998), and Snyder and Daskin (2006). For a complete review on facility location problems with uncertainties, see Snyder (2006).

In the past, many solution approaches have been proposed for various facility location problems. Among them, the most commonly used ones consist of meta-heuristics (e.g. genetic algorithms such as Beasley and Chu, 1996; tabu search such as Al-Sultan and Al-Fawzan, 1999; simulated annealing such as Alves and Almeida, 1992), locate-allocate heuristics (e.g. Larson and Brandeau, 1986; Taillard 2003), and Lagrangean relaxation heuristics (e.g. Pirkul and Schilling, 1989; and Weaver and Church, 1984). In this paper we extend the above solution approaches to the location problem with multiple facility quantity-of-coverage and quality-of-coverage requirements. For the meta-heuristics, we focus on the genetic algorithm (GA) since it is widely used for location problems.
We conduct computational experiments on illustrative facility location problems for large-scale emergencies. Our experiments investigate two important questions:

1. How do the proposed heuristic solution algorithms compare? We present benchmarks between the solution heuristics presented, CPLEX, and different upper bounds. We give suggestions on how to determine the most appropriate heuristic.

2. Which facilities should be opened in response to a large-scale emergency and in what order? We illustrate the use of the model and solution procedure on this problem and show that the order in which facilities are opened can have a significant effect on the quality of coverage.

The rest of the paper is organized as follows. In Section 2, we present the maximal facility covering model with multiple facility quantity-of-coverage and quality-of-coverage requirements. In Section 3, three heuristic solution approaches are developed for solving the proposed maximal covering problem. In Section 4, we present the large-scale emergency example we consider in this paper and our computational results. Finally, we give conclusions and directions for future work in Section 5.

2. Maximal Covering Facility Location Model for Large-Scale Emergencies

A major distinction of large-scale emergencies from other regular emergencies is the sudden and tremendous demand for medical services, which overwhelms first responders and local supplies. Given that medical resources are limited, efficient location and allocation of stockpiles to demand points are important problems faced by emergency response planners. In this section, we first review the facility deployment problems and then present the mathematical model for locating and allocating the medical supplies in response to large-scale emergencies. Readers interested in details of the model and the characteristics of large-scale emergencies are referred to Dessouky et al. (2006) and Jia et al. (2005).

The facility deployment problem considers a given geographical territory and assumes that the requests for medical services are concentrated among various (finite) demand areas within the territory. To properly allocate the medical resources, the eligible facility sites need to be identified and also the potential demand areas need to be categorized. Each demand area has distinct attributes such as population density, economic importance, geographical feature, weather pattern, etc. Therefore, the likelihood for a certain type of large-scale emergency to occur in one area, as well as the corresponding impact level, are different from the other areas. As such, the quantity of facilities that needs to be allocated to a demand area should consider the attributes of the demand point and hence may be different from the number of facilities allocated to other areas. The selection of eligible facility sites must also consider
a set of criteria that are suited for large-scale emergencies. For instance, the facilities should have easy access to more than one major road/highway. The sites should be secured and insusceptible from damages caused by the emergencies.

2.1 Notation and Mathematical Model

To formulate the covering facility location model for large-scale emergencies, we consider a set $I$ of demand points and a set $J$ of eligible facility sites. Indexed on these sets the following types of integer variables are defined, requiring each demand point to be serviced at quality levels $r \in \{1,\ldots,q\}$.

**Decision variables:**

$$
\begin{align*}
    x_j &= \begin{cases} 
        1 & \text{if a facility is placed at eligible site } j; \\
        0 & \text{otherwise.}
    \end{cases} \\
    u_i^r &= \begin{cases} 
        1 & \text{if demand point } i \text{ is covered at quality level } r; \\
        0 & \text{otherwise.}
    \end{cases}
\end{align*}
$$

Furthermore, the following input parameters are defined:

**Input:**

- $M_i$ = the population of demand point $i$;
- $Q_i^r$ = the minimum number of facilities that must be allocated to demand point $i$ so that $i$ can be considered as covered at quality level $r$;
- $P$ = the maximal number of facilities that can be placed in $J$;
- $d_{ij}$ = the distance from eligible facility site $j$ to demand point $i$;
- $D_i^r$ = the distance requirement for demand point $i$ to be serviced at quality level $r$;
- $a_{ij}^r = \begin{cases} 
        1 & \text{if eligible facility site } j \text{ can cover demand point } i \text{ at quality level } r; \text{ i.e. } d_{ij} \leq D_i^r \\
        0 & \text{otherwise}
    \end{cases}$
- $c^r = \text{the importance weighting factor of the facilities that have quality level } r$.

In what follows, we present a maximal covering model that is suitable to the location problems of large-scale emergencies. In this model, each demand point is considered as covered only if it can be serviced by a multiple quantity of facilities that are located at different quality levels (distances). The model has an objective of maximizing the demands covered by sufficient quantity of facilities at different quality levels.

$$
\nu(\text{MCLP}) = \max \sum_r \sum_i c^r (\sum_i M_i u_i^r) = \sum_r \sum_i c^r M_i u_i^r 
$$

(1)
Subject to:
\[
\sum_{j \in J} x_j \leq P \quad (2)
\]
\[
x_j = \{0,1\} \quad \forall j \in J \quad (3)
\]
\[
\sum_{j \in J} a_{ij} x_j \geq Q^r_i u^r_i \quad \forall i \in I, r = 1, \ldots, q \quad (4)
\]
\[
u^r_i = \{0,1\} \quad \forall i \in I, r = 1, \ldots, q. \quad (5)
\]

In the objective function, the weight parameter, \( c^r \), is used to prioritize the importance of the facilities at each different quality level. For any demand point, in general, a high quality level facility coverage is more crucial than a low quality level facility coverage. Therefore, we define \( c^1 \geq c^2 \geq \ldots \geq c^q \). Constraints (2) and (3) are used to represent that there are at most \( P \) facilities to be located in a set \( J \) of possible locations. Constraint (4) states that demand point \( i \) is considered as covered at quality level \( r \) only if there are more than a required quantity \((Q^r_i)\) of facilities located within the corresponding distance constraint servicing it. Note that the number of quality levels \( (q) \) and the quantity of the facilities at each quality level \((Q^r_i)\) for each demand point can be determined by considering the population, the importance, and the emergency occurrence likelihood at each demand point. In general, a demand point that is of a greater economic/political importance, has more population, and is more likely to receive an emergency should be covered by more facilities located at different quality levels. Also note that we consider that a facility of quality \( r \) is also of quality \( r+1, \ldots, q \) since it is closer than required for larger quality of coverage. Thus we must satisfy the requirements: \( Q^r_i \leq Q^{r+1}_i \) for all qualities \( r = 1, \ldots, q-1 \). A facility that services a demand point at a high quality level (e.g. the first quality level) is also considered to be able to service this demand point at lower quality levels. Finally, constraint (5) enforces the integrality of variables \( u^r_i \). This problem is similar to the maximal covering location problem (MCLP) considered by Church and ReVelle (1974), Meggido et al. (1983), and Galvão and ReVelle (1996), but with different conditions to consider a point covered. It should be noted that any solution \( x \) that locates \( P \) facilities is a feasible solution to the problem above, simply set all \( u^r_i = 0 \) to satisfy constraint (4). Variables \( u \) are auxiliary variables that quantify the number of points that are covered for any location \( x \) of up to \( P \) facilities.

For different large-scale emergencies, the demand for medical supplies at any point \( i \) may be
different and it depends on various factors such as the impact of the emergency and the likelihood for the emergency to affect a demand point. In the model, we use the population parameter, \( M_i \), to represent the demand for medical supplies at point \( i \). This is more applicable for bio-emergency scenario (e.g. smallpox outbreak), in which all the population in a region needs to be serviced (e.g. mass vaccination).

It is also important to note that in the model, a precedence/hierarchy relationship among the different quality level coverages can be imposed by adding the following constraint:

\[
u^r \leq u^{r-1} \quad r = 2, \ldots, q\]

That is, a low quality level coverage has to be preceded by a higher quality level coverage. However, we find that non-inclusion of this constraint is more appropriate for the location problems of large-scale emergencies. Since in this case it is likely that there may exist demand points that cannot be covered at the desired highest quality level (e.g. at the first quality level, due to the large number of demand points and insufficient candidate facilities within the required distance), it is still worthwhile to try achieve some demand satisfaction at lower quality level of coverage to provide some protection for this demand point. Furthermore, since we assume \( c^1 \geq c^2 \geq \ldots \geq c^q \), the cost of not satisfying the highest quality level can be made much greater than the lower quality levels. In this case, the model will attempt to identify a solution in which all the highest quality level requirements are met if such a solution exists.

3. Heuristic Solution Approaches

The maximal covering location problem with multiple facility quantity-of-coverage and quality-of-coverage requirements is at least as hard as the standard maximal covering location problem, which is known to be \( NP \)-hard (Megiddo et al., 1983; and Kariv and Hakimi, 1979). In theory, a total enumeration approach could be used to solve the problem with any number of facilities. However, the complexity for such an approach to solve a problem with \( P \) facilities out of \( J \) candidate sites is \( O\left(IQq\binom{J}{P}\right)\), where \( I \) is the number of demand points, \( Q \) is the maximal number of facilities required for a demand point at a single quality level, \( q \) is the number of quality levels required for each demand point, and \( \binom{J}{P} \) is the number of the possible ways to select \( P \) sites out of \( J \). Such a complexity will be computationally intractable as the size of the problem increases. Exact algorithms have been developed for facility location problems, but they are computationally feasible only for small/medium-sized problems or special cases (for example, see Jacobsen 1983; Hakimi 1990).
In this section, we develop three heuristics that are capable of finding near optimal solutions to the proposed maximal covering location problem in an efficient manner. The three heuristics are: a genetic algorithm (GA) heuristic, a locate-allocate (LocAlloc) heuristic, and a Lagrangean relaxation (LR) heuristic.

### 3.1 A Genetic Algorithm Heuristic

The GA is an optimization heuristic based on stochastic search, which mimics the biological process of natural selection (Goldberg, 1989). It has been widely used to solve various optimization problems such as scheduling, process planning, routing, etc. There has also been increased interest in applying GAs to location problems. Lorena and de Souza-Lopez (1977), Beasley and Chu (1996), and Aickelin (2002) used GA heuristics to investigate and solve the set covering location problem. Recently, Alp et al. (2003) and Owen and Daskin (1998) applied a GA to solve the \( P \)-median location problem and other complex strategic facility location problems. The performance of GAs for solving location problems has been evaluated by Jaramillo et al. (2002).

The prior GA developments in the literature are for the standard location problems in which each demand point is required to be serviced by only one facility. We now develop a modified GA heuristic to provide efficient solutions to the maximal covering location problems with multiple quantity-of-coverage and quality-of-coverage requirements. In this heuristic, two greedy techniques are applied in order to generate good-quality solutions and expedite the convergence of the heuristic. First, an initial solution (encoded as a chromosome) is derived based on a greedy algorithm so that the evolutionary process could begin with some elite member with good genetic traits. Second, a greedy process is selectively used in the crossover operation so that the best offspring chromosome can be generated from a pair of parent chromosomes. The complete steps of the proposed GA heuristic are depicted in Figure 1, where the dotted boxes represent the steps in which a greedy process is applied. We will discuss the details of the GA in the following sections.

![Figure 1: Steps of the proposed GA heuristic](image-url)
3.1.1 Data Encoding, Chromosome Representation and Fitness Evaluation

To encode the facility location problem, we require each chromosome to represent a feasible solution to the problem and require the genes of the chromosome to symbolize the elements of the feasible solution. Hence we use a digit as a gene to indicate the ID of a facility site and use a string of digits as a chromosome to represent all the selected facilities. For example, the following string of digits (3, 1, 10, 8, 9) denotes a chromosome consisting of five genes, each representing an opened facility site. It is important to note that the genes in a chromosome should be distinct (i.e. each facility site can be selected at most once) and the length of the chromosome must be the same as the number of facilities that are required to be opened (i.e. the parameter $P$ in the location problem).

Given any chromosome and the corresponding feasible solution to the location problem, the arrangement of the $P$ selected facilities to the demand points can be determined and thus the fitness of a chromosome can be evaluated. To do this, for each demand point $i$, the distances from this point to the $P$ selected facilities is first summarized. Based on the distances, the number of facilities that are at a certain quality level is counted. We then verify if this demand point has been covered at each quality level. As such, we calculate the total demand points that have been covered at each quality level. The fitness of the chromosome is then computed as the weighted demands covered over all quality levels.

3.1.2 Chromosome Population Initialization

The initial population is important in the computational performance of a GA heuristic. It is desirable for the initial population to contain both good and diverse chromosomes. To begin the search for the best chromosome and the corresponding facility location solution, a number of chromosomes are initialized as follows:

1. Create a list of IDs for all eligible facility sites from 1 to $J$, each representing a gene.
2. Generate the first chromosome by selecting $P$ facility sites based on a greedy algorithm, as described in Figure 2. The greedy algorithm locates the facilities sequentially with an attempt to cover the most uncovered demand first. It terminates when all the $P$ facilities have been located. Readers interested in the details of greedy algorithms for location problems are referred to Whitaker (1983) and Jain et al. (2002).
3. Generate the next $\left\lfloor J/P \right\rfloor$ chromosomes by sequentially assigning different facilities to each chromosome. For example, the first chromosome is assigned with genes from 1 to $P$; the second chromosome assigned with genes from $P+1$ to $2P$; and so on.
4. Randomly select $P$ facility sites to form the next chromosome;
(5) Repeat step (4), until a prescribed number of chromosomes (a population) has been formed.

Figure 2: Procedures of the greedy algorithm

Among the above-mentioned population initialization procedures, step (2) ensures that the population has good members and step (3) guarantees the diversity of the initial population. Based on an initial set of experiments, it was found that inclusion of the greedy algorithm and the diversified initial population does not slow down the population initialization process. However, they could expedite the convergence of the heuristic and improve the final solution quality.

3.1.3 Genetic Operators and Offspring Generation

Much of the power of GAs arises from the recombination of genes, which explores all the possible search space. In this proposed GA heuristic, three genetic operators, crossover, mutation and invasion, are used for the recombination of the genes.

**Crossover**

Instead of using the traditional crossover technique, which randomly sets cut-points in a pair of chromosomes and then exchanges the genes in the two chromosomes, we apply a non-standard crossover operation by combining two parent chromosomes to form a new (illegal) offspring chromosome and delete the parent chromosomes from the population. Then we remove the redundant genes in the illegal chromosome and use a legalization process to generate a legal offspring chromosome. We implement two approaches for the legalization process:

(1) The first method selects the genes that are discarded based on a greedy algorithm. Essentially the greedy algorithm checks each individual gene (a facility site ID) in the
chromosome and removes the one that contributes the least to the improvement of the objective value in the location problem.

(2) The second method selects $P$ genes to keep in the chromosome based on a small-scale GA. This GA selects $P$ facilities from no more than $2P$ candidate facility sites that correspond to the genes in the illegal chromosomes. The steps of the small-scale GA follow the steps of a standard GA.

The greedy legalization process ensures to generate the best offspring based on two parent chromosomes and thus it expedites the convergence of the algorithm. However, it is computationally intensive. For example, if $m$ genes need to be removed from a chromosome with $2P$ genes, its worst case computational complexity is $O(2^{m}P^m)$. Therefore the greedy legalization process is more appropriate for cases where not many genes need to be removed. The GA legalization process works fast, produces a good offspring chromosome, but does not guarantee optimality. It is applicable to the cases where relatively more genes need to be removed.

A crossover example with the legalization process is given in Table 1. Note that the procedures of legalization-1 and legalization-2 are executed by assuming that the removal of facility sites 8 and 3 leads to the least degradation of the objective value.

<table>
<thead>
<tr>
<th>Parent chromosome1</th>
<th>2</th>
<th>11</th>
<th>8</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent chromosome2</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Offspring (parent combination)</td>
<td>2</td>
<td>11</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Offspring (removal of gene redundancy)</td>
<td>2</td>
<td>11</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Offspring (legalization-1)</td>
<td>2</td>
<td>11</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>Offspring (legalization-2)</td>
<td>2</td>
<td>11</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

As mentioned earlier, the proposed non-standard crossover is computationally more expensive than the standard crossover operation. However, experiments show that the non-standard crossover is able to improve the fitness of the chromosomes quickly and thus uses fewer iterations and less time to generate good solutions to the location problems.

**Invasion**

After each crossover operation, the number of the chromosomes is reduced by one since two parent chromosomes generate only one offspring. Therefore, we introduce the invasion
operator. In an invasion operation, two new chromosomes are randomly generated. These two new chromosomes are compared with respect to their fitnesses, and the one with a larger fitness is added into the chromosome population. Then the remaining chromosome is compared with the worst chromosome in the current chromosome generation. If it is superior to the worst chromosome, it is added to the chromosome population to replace the worst chromosome. Otherwise, the worst chromosome is kept in the current population and the invading chromosome (the worse one of the two) is discarded.

There are two advantages for applying the invasion operation. First, the search space can be extended and the genetic diversity of the chromosomes can be maintained. Second, the invasion of the new chromosomes and the survival of the better ones help to improve the average fitness of the chromosome population, which correspondingly, increases the possibility of finding the optimal or near optimal solution to the problem.

**Mutation**

The goal of the mutation operator is to further extend the GA search space so as to escape from the local optima. During a mutation operation, a random chromosome is selected, and a certain number of genes are mutated to other random genes that are not in the selected chromosome. A mutation example is illustrated in Table 2.

<table>
<thead>
<tr>
<th>Table 2: A mutation example</th>
</tr>
</thead>
<tbody>
<tr>
<td>A randomly selected chromosome</td>
</tr>
<tr>
<td>The chromosome before mutation</td>
</tr>
<tr>
<td>The chromosome after mutation</td>
</tr>
</tbody>
</table>

**3.1.4 GA Parameters**

The GA parameters such as the population size and crossover rate also influence the efficiency and effectiveness of the heuristic. We will next discuss how these parameters are set in this heuristic.

A small population size runs the risk of under-exploring the feasible solution space, while a population that is too large incurs unnecessary computational cost. In this heuristic, we use a population size: $N = \max\{100, 1.2 \lfloor J/P \rfloor\}$. Based on this size, all the eligible facility sites can appear as genes in at least one chromosome. Furthermore, for problems with a large $P$ value, there will be at least 100 chromosomes in the population.
The crossover rate determines that how many chromosomes in each iteration will be involved in the crossover operation. On an initial set of experiments, it was found that when the chromosome population size is equal to 100, a 35 percent crossover rate enables the GA to generate good solutions in an efficient manner; while when the population size is more than 100, a 15 percent to 25 percent crossover rate is more appropriate.

Furthermore, it was found that in general, inclusion of the mutation operation enables the GA to generate better solutions. However, different mutation rates seem not to have an obvious effect to the convergence speed. Therefore, we set the mutation rate to a relatively low value, 5 percent to 10 percent, in order to save computational time.

During the crossover operation and mutation operation, different chromosome selection strategies such as linear ranking method (Ladd, 1996), roulette wheel method (Gen and Cheng, 2000), and random method have been experimented. It was found that different methods do not have distinct effects on the heuristic convergence, because although the linear ranking method and roulette wheel method have certain computational benefits (i.e. making the better chromosomes more likely to be selected in the next chromosome generation), the fitness sorting process in these methods consumes computational time and thus offsets the benefits. Therefore, we apply the random chromosome selection method in this heuristic.

3.1.5 GA Termination

During each GA iteration, the best chromosome found so far is recorded. The heuristic terminates when any one of the following conditions is satisfied:

1. A pre-specified number of iterations has been executed;
2. The best chromosome does not change within a pre-specified number of successive iterations.
3. A full demand point coverage has been achieved.

Upon termination, the best chromosome is outputted as the solution to the location problem.

3.2 A Locate-Allocate Heuristic

The locate-allocate (LocAlloc) heuristic was first proposed to solve traditional location problems by Cooper (1964), in which each demand point needs to be serviced by only a single (closest) facility. Since then it has become a widely used approach to solve different location problems (see for example, Larson and Brandeau, 1986; Taillard 2003). The LocAlloc heuristic uses the property that the separate phases (i.e. locating and allocating) of the location problems are each easy to solve, although the combined problem is difficult.
Compared with other algorithms for location problems (particularly the large-sized problems), the LocAlloc heuristic usually provides a good solution within a relatively short computational time. When applied to traditional location problems, the steps of the LocAlloc heuristic are:

1. Choose an initial location for each of the $P$ facilities;
2. Given the locations, find the best demand point allocation;
3. Given the allocation, divide the demand points into $P$ groups (each centered by a facility) and find the best facility location for each group;
4. If any of the locations has changed, repeat (2) and (3); otherwise stop.

When the LocAlloc heuristic is applied to solve the location problems with multiple facility quantity-of-coverage and quality-of-coverage requirements, two major problems occur. First, since each demand point is required to be serviced by multiple facilities at different quality levels, the demand points need to be allocated to more than one facility. Consequently each demand point may not belong to only one demand point group. Second, each facility services the demand points at different groups and hence the re-location of each facility needs to consider the demand points that need to be serviced at distinct quality levels. In what follows we propose an adapted LocAlloc heuristic. This heuristic follows the basic four steps of a standard LocAlloc heuristic. However, changes have been made in each step to enable the heuristic to deal with the location problems with multiple facility quantity-of-coverage and quality-of-coverage requirements.

In this adapted LocAlloc heuristic, the initial solution plays a significant role in the algorithm convergence and the final solution quality. As such, the greedy algorithm described in Section 3.1.2 is applied to generate a good initial facility location solution. Then this initial solution is used for the allocation-location iteration for solution improvement. During each allocation-location iteration, the new generation of the $P$ facility locations is compared with the previous $P$ facility locations. If there is any change in the facility location for any demand point group, the allocation-location iteration continues; otherwise, the iteration terminates and the result is outputted as the final location solution.

### 3.2.1 Allocation of the Demand Points

After the initial locations of the $P$ facilities have been determined, the demand points can be allocated to the facilities. We allow multiple allocation of a demand point to different facilities. For each demand point $i$, it is allocated to the closest $Q_i^1$ facilities (a required quantity of facilities at quality level 1), and then to the $Q_i^2$ facilities (a required quantity of
facilities at quality level 2, i.e. the first $Q^1_i$ facilities plus the $Q^2_i - Q^1_i$ facilities that are farther than the first $Q^1_i$ facilities), and so on. As mentioned earlier, since there is no precedence requirement in the covering provided for a given demand point, such a demand point allocation always leads to a feasible solution (also the best solution, given that the facility locations have been determined) to the problem.

For each facility, we define all the demand points that have been allocated to it as a group. To differentiate the demand points that are serviced by the facility at different quality levels, a demand point group is further divided into a number of sub-groups. Sub-group 1 consists of the demand points that are serviced by the facility at the first quality level, and sub-group 2 consists of the demand points serviced at the second quality level, and so on. Figure 3 illustrates an example in which each demand point receives services from two facilities (one at quality level 1 and two at quality level 2) and therefore belongs to two demand point groups. For each group, the demand points can be further divided into sub-group 1 and sub-group 2, which include the demand points serviced by the facility at the first and second quality levels respectively.

Figure 3: Allocation of demand points to facilities

### 3.2.2 Relocation of Facilities

After the demand point allocation, $P$ demand point groups are obtained, each centered by a facility. In each group, the demand points are required to be serviced by the facility at different quality levels (i.e. sub-group1, sub-group2, etc.). With such a service arrangement in each demand point group, the selected facility is not necessarily the best one, and hence
other unselected eligible facility sites need to be assessed. The best one can be determined by comparing the objective values of different facility location selections. It is important to note that when a facility location is evaluated, the objective value should be calculated by giving corresponding weights (as defined in the location models) to the demand points in different sub-groups. For example, if the location problem emphasizes the facilities that are closest to the demand points, then a larger weight should be assigned to the demand points that are in subgroup1, as opposed to the demand points at other subgroups ($c^1 \geq c^2 \geq ... \geq c^n$).

As such, for each demand point group, the objective value of a new facility location can be calculated as follows:

$$\text{Objective value} = \sum_{r} \sum_{i \in G^r} c^r \cdot d_i$$

where $c^r$ is the weight for sub-group $r$, $G^r$ is the demand point set of subgroup $r$, and $d_i$ is the distance from demand point $i$ to the newly selected facility. To determine the best facility to service each demand point group, the eligible facility site that has a minimum objective value is selected as the new facility location for a demand point group.

The re-location of the facilities and the allocation of the demand points to the facilities will be repeated. The heuristic terminates if in the re-location step, none of the locations of the selected facilities have changed.

### 3.3 A Lagrangean Relaxation Heuristic

The GA heuristic and the LocAlloc heuristic have the potential to generate efficient solutions to the considered maximal covering problem. However, these heuristics do not provide information on how far the solutions are possibly away from optimality. In this section, we develop a Lagrangean relaxation (LR) heuristic, which, in addition to generating good solutions to the location problems, also provides bounds on the optimal objective value of the maximal covering location problem.

The application of LR techniques to solve location covering problems is very limited in the literature. Pirkul and Schilling (1989) proposed a LR to solve a capacitated maximal covering location problem and presented extensive computational experiment results. Weaver and Church (1984) tested the performance of a LR in solving the covering location problem. However, in their research no conclusive results are reported. Galvão and ReVelle (1996) proposed a Lagrangean heuristic for the standard maximal covering location problem. The heuristic was tested in networks of up to 150 vertices and good performance of the heuristic in terms of the computational time and the final solution quality were obtained. Holmberg and Ling (1997) developed a Lagrangean heuristic, including Lagrangean relaxation and subgradient optimization, to solve the capacitated facility location
problem with staircase shaped production cost functions. Based on the solution of the
Lagrangean relaxation, a transportation problem which yields primal feasible solutions is
constructed. Computational results indicate that the Lagrangean heuristic is efficient for the
investigated location problem.

Our LR approach to solve the proposed maximal covering location problem with multiple
quality-of-coverage and quantity-of-coverage requirements differs from other Lagrangean
heuristics in that a primal feasible solution is obtained based on the solution to the relaxed
problem and then the LocAlloc heuristic is applied to iteratively improve the primal feasible
solution. The primal feasible solution provides a lower bound; while the solution to the
Lagrangean relaxed problem gives an upper bound. A subgradient optimization technique is
used to improve the bounds during each iteration of the heuristic.

3.3.1 Lagrangean Relaxation of the Original Covering Location Problem

It can be observed that in the covering model formulation, constraint (4) complicates the
problem as it links the location variables \( x_j \) and the covering variables \( u_i^r \). Therefore we
relax this constraint by introducing Lagrangean multipliers \( \lambda_i^r \geq 0 \) in the objective function
and thus obtaining the following Lagrangean relaxation problem (MCLP \( _{\lambda \geq 0} \)).

\[
\nu(\text{MCLP}_{\lambda \geq 0}) = \max \sum_{r} \sum_{i} c^r M_i u_i^r + \sum_{r} \sum_{i} \lambda_i^r \left(\sum_{j} a_{ij}^r x_j - Q_i^r u_i^r\right)
\]

\[
\text{(5)} \quad \max \sum_{r} \sum_{j} (A_i^r - \lambda_i^r Q_i^r) u_i^r + \sum_{j} \left(\sum_{r} a_{ij}^r \lambda_i^r\right) x_j
\]

\[
\text{(6)} \quad \max \sum_{r} \sum_{j} (A_i^r - \lambda_i^r Q_i^r) u_i^r + \sum_{j} B_j(\lambda) x_j
\]

Subject to (2), (3) and (5), where \( A_i^r = c^r M_i \) and \( B_j(\lambda) = \sum_{r} a_{ij}^r \lambda_i^r \).

Assuming that \((U^L, X^L)\) is the optimal solution to the relaxed covering problem for some
given values of the Lagrangean multipliers \( \lambda_i^r \), and \((U^*, X^*)\) is the optimal solution to the
original covering problem, we have

\[
\sum_{r} \sum_{i} c^r M_i u_i^r + \sum_{r} \sum_{i} \lambda_i^r \left(\sum_{j} a_{ij}^r x_j - Q_i^r u_i^r\right) \geq \sum_{r} \sum_{i} c^r M_i u_i^r + \sum_{r} \sum_{i} \lambda_i^r \left(\sum_{j} a_{ij}^r x_j - Q_i^r u_i^r\right)
\]
\[
\sum_{r} \sum_{i} c^r M_i u^r_i + \sum_{r} \sum_{i} \lambda_i \left[ \sum_j a^r_j x_j^* - Q^r_i u^r_i \right] \geq \sum_{r} \sum_{i} c^r M_i u^r_i
\]

In order to find the best upper bound, we formulate the Lagrangean dual problem as follows:

\[
v(\text{Dual-MCLP}_{\lambda \geq 0}) = \min(v(\text{MCLP}_{\lambda \geq 0}) = \min_{\lambda \geq 0} \left( \max \sum_{r} \sum_{i} (A^r_i - \lambda^r_i Q^r_i) u^r_i + \sum_{j} B_j(\lambda) x_j \right).
\]

**Preposition 1:** The Lagrangean relaxation problem (MCLP \(_{\lambda \geq 0}\)) has the integrality property.

**Proof.** Given any set of multipliers \(\lambda^r_i \geq 0\), the optimal solution to MCLP \(_{\lambda \geq 0}\) is rather easy to obtain. The problem can be divided into two subproblems in \(u^r_i\) and \(x_j\) respectively, which can be solved separately. To solve the first subproblem (i.e. \(\max \sum_{r} \sum_{i} (A^r_i - \lambda^r_i Q^r_i) u^r_i\)), we could set \(u^r_i\) as 1 if \(A^r_i - \lambda^r_i Q^r_i \geq 0\); and 0 otherwise. To solve the second subproblem (i.e. \(\max \sum_{j} B_j(\lambda) x_j\)), we need to set a number \(P\) of \(x_j\) to be 1. Note that the coefficient \(B_j(\lambda) = \sum_{i} a^r_j \lambda^r_i\) has a fixed value for a given set of multipliers \(\lambda^r_i\). Therefore, in order to maximize \(\sum_{j} B_j(\lambda) x_j\), we can sort these coefficients \(B_j(\lambda)\) and set the \(x_j\) variable with any of the \(P\) largest coefficients to be 1. Thus, the optimal value to MCLP \(_{\lambda \geq 0}\) is given by: \(v(\text{MCLP}_{\lambda}) = \sum_{r} \sum_{i} \max(0, A^r_i - \lambda^r_i Q^r_i) + \sum_{j} \bar{B}_j\), where \(\bar{B}_j\) denotes any one of the \(P\) largest coefficients among the sorted \(B_j(\lambda)\). The decision variables (\(x_j\) and \(u^r_i\)) in the optimal solution are all integers. 

It should be noted that since the relaxed covering problem satisfies the integrality property, the upper bounds obtained from the LR dual problem (Dual-MCLP \(_{\lambda \geq 0}\)) will not be better than the ones produced by the LP relaxation (Geoffrion, 1974). However, many benefits such as lower computing times and the possibility of obtaining good primal solutions during the heuristic procedures, which have been verified by Galvão and ReVelle (1996), justify the use of LR for the covering location problems.
It has been shown that for any given set of multipliers \( \lambda'_i \geq 0 \), the relaxed covering problem can be readily solved to optimality and thus an upper bound to the original problem can be obtained. However, the solution to the relaxed problem is likely to violate constraint (4) in the original problem, thus being infeasible to the original covering problem. We find a primal feasible solution by the following feasibility procedure: we fix the location variables \( x_j \) in the solution to the relaxed problem and update the covering variables \( u'_i \). Each covering variable \( u'_i \) can be updated by checking if demand point \( i \) has been covered at quality level \( r \) by the selected \( P \) facilities (determined by the location variables \( x_j \)). This primal feasible solution provides a lower bound on the objective value of the optimal solution to the original covering problem.

### 3.3.2 Improvement of the Upper Bound through Subgradient Optimization

The gap between the lower bound and upper bound obtained from the above procedures may be large. To reduce the gap, the Lagrangean multipliers need to be adjusted and the relaxed problem needs to be re-solved so that the upper bound can be improved.

A subgradient optimization algorithm can be used to iteratively update the Lagrangean multipliers. It is well known that the subgradient methods may often exhibit slow convergence and non-monotonicity, and therefore might not perform well. We use the following step length \( f^n \), suggested in Daskin (1995), and Lorena and Lopes (1994), which avoids these problems:

\[
f^n = \frac{\alpha^n (UB^n - LB^*)}{\sum_j \sum_i (\sum_j a'_j x^n_j - Q' u'_i )^2}
\]

where \( UB^n \) is the upper bound obtained at the \( n \)th iteration, \( LB^* \) is the best lower bound that has been found so far, and \( \alpha^n \) is a step size parameter at iteration \( n \), which is in the range: \( 0 < \alpha^n \leq 2 \). Such a step length has been proved to be practically efficient (e.g. fast convergence) for knapsack problems and set covering problems. Based on the step length \( f^n \), the values of \( \lambda'_i \) can be updated according to the following formula:

\[
\lambda'^{n+1}_i = \max \left[ 0, \lambda'^n_i - f^n \left( \sum_j a'_j x^n_j - Q' u'_i \right) \right]
\]

The rationale of this updating formula is the following:
If there are more than a required quantity of sites covering demand point \( i \) at quality level \( r \) (i.e. \( \sum_j a_{ij}x_j^m > Q_i^r u_i^m \)), then the \( \lambda_i^m \) will be reduced to make it more likely to have \( u_i^{m+1} = 1 \) (because \( A_i^r - \lambda_i^r Q_i^r \) is increased) and less likely to select any eligible facility site \( j \) to cover demand point \( i \) (because \( B_j = \sum_i \sum_r a_{ij} \lambda_i^r \) is reduced).

On the other hand, if \( u_i^m = 1 \) (i.e. \( A_i^r - \lambda_i^r Q_i^r \geq 0 \)), but less than a required quantity of facilities can cover demand point \( i \) at quality level \( r \) (i.e. \( \sum_j a_{ij}x_j^m < Q_i^r u_i^m \)), we will have \( \lambda_i^{m+1} > \lambda_i^m \). Since \( \lambda_i^m \) is increased, it is less likely to have \( u_i^m = 1 \) in the next iteration, but the likelihood for eligible site \( j \) to be selected to cover demand point \( i \) (\( x_j = 1 \)) in the next iteration will be increased.

By using this Lagrangean multiplier updating scheme, the gap between the lower bound and upper bound can be narrowed gradually. Note that the initial value of \( \alpha \) in the \( \lambda^m \) formula can be set as a constant (usually 2) initially. This value will be halved if the \( UB^m \) has not decreased in a given number of consecutive iterations.

### 3.3.3 Improvement of the Lower Bound by Using LocAlloc Heuristic

The lower bound obtained from the primal solution may not necessarily be a good one. An improvement phase therefore is introduced so as to obtain a stronger lower bound. In this heuristic, the primal solution is used as an initial solution and then the LocAlloc algorithm described in Section 3.2 is used to improve the lower bound. The LocAlloc algorithm is relatively computationally intensive and hence using it to improve the lower bound in each iteration will be computationally prohibitive. Therefore, we invoke the LocAlloc heuristic only when any of the following two conditions is satisfied:

1. The upper bound has been reduced by a prescribed percentage level;
2. A prescribed number of iterations have been executed continuously.

During the Lagrangean heuristic iterations, the best upper bound and lower bound that have been found so far is kept. The heuristic terminates when any one of the following conditions is satisfied:

1. A prescribed number of iterations have been executed;
2. The upper bound equals the lower bound. In this case the optimal solution has been
found;
(3) The total demand point coverage has been achieved in the primal solution. The
optimal solution has been found;
(4) The value of the parameter \( f^* \) is less than 0.01; In this case, a duality gap exists and
the best solution is given by the best lower bound.

The steps of the complete LR heuristic is described in detail in the Appendix.

4. Illustrative Examples and Performance Analyses

In this section we benchmark the three heuristics presented in the pervious sections and
compare their computational performance on illustrative facility location examples for
large-scale emergencies. The emergency instance we consider is an anthrax emergency in
Los Angeles County, which has a total population of 9.5 million. Anthrax is an acute
infectious disease caused by the spore-forming bacterium. There are several types of
anthrax infections (cutaneous, inhalation, and gastrointestinal) and each requires vaccines and
antibiotics to cure the infected people and immunize the high-risk population. During an
anthrax emergency, the strategic national stockpiles (SNS) are mobilized for local emergency
medical services. The problem is then to select a given number of eligible facility sites as
staging areas for mass distribution of the medical supplies from the SNS to cover as much of
the population as possible.

To formulate the facility location problem, we first identify the demand points. We use the
population density pattern that is available for Los Angeles County (ESRI website, 2005),
and consider the centroid of each census tract as a demand point to represent the aggregated
population in this tract. Thus we obtain 2054 discrete demand points that have different
population densities. In addition, we select the set of eligible facility sites by deviating the
facility sites that were identified by the emergency management of Los Angeles County by a
small distance. The county has identified a little over 200 eligible facility sites. In this paper,
we use 200 as the number of eligible facility sites. Figure 4 depicts the distribution of the
2054 demand points in Los Angeles County (for confidentiality, the detailed number of the
facility sites and the distribution of the eligible facility sites are not depicted in the figure).

To ensure adequate facility service, we consider multiple quantity coverage requirements for
the demand points. The quantity requirements for a single quality level are dependent on
the population at each demand point and they are defined as follows:

\[
Q_i = 1, \text{ if the population of demand point } i \text{ is less than 3000;}
\]
(2) \( Q_i = 2 \), if the population of demand point \( i \) is between 3000 and 6000;
(3) \( Q_i = 3 \), if the population of demand point \( i \) is between 6000 and 9000;
(4) \( Q_i = 4 \); if the population of demand point \( i \) is greater than 9000.

Furthermore, we use double-quality-coverage to provide medical services for each demand point. The distance requirements for the first and second quality levels are defined respectively as 8 km and 16 km. We consider the quantity of facilities required to service a demand point at the second quality level double the quantity of facilities required at the first quality level. For example, if a demand point has a population of 5392, then two facilities will be required at quality level 1 (within 8 km of the demand point), and 4 facilities will be required at quality level 2 (within 16 km of the demand point). In addition, for simplicity, we define the two different quality level coverages have the same importance, i.e. \( c^1 = c^2 \).

![Figure 4. Demand point distribution in Los Angeles County](image)

In this section we present two groups of experiments, which are: (1) benchmark the three heuristics by solving different problem instances, and (2) investigate the best way of opening facilities in a sequential manner. These experiments were conducted on a Dell Inspiron computer with a Pentium M chip running at 1.73MHz using 512 MB of memory ram.

**4.1 Performance Comparison of the Three Heuristics**

In this section, we compare the computational performance of the three heuristics. We formulate a series of location problems by sequentially setting the number of selected facilities (i.e. the value of parameter \( P \)) as 10, 15, 20, 30, 40, 50, 60, 70, and 80. We first use the three heuristics to solve each of the problem instances. Furthermore, to evaluate the quality of the solutions obtained from the heuristics, we also use CPLEX, a commercially available software package, to solve the location problems. The time limit set for CPLEX is
4800 seconds because the CPLEX solution convergence becomes very slow after 4800 seconds. Additionally, to evaluate the upper bounds generated by the LR heuristic, we also use CPLEX to solve the LP relaxation problems. In what follows, Figure 5-1 depicts the objective values of the best solutions generated from the three heuristics and CPLEX; The CPLEX solution is the best lower bound found by the software after 4800 seconds of CPU time.

From Figure 5-1, it can be seen that when the value of $P$ is small (e.g. $P = 10, 15$ and 20), the GA heuristic is able to generate better solutions than the LocAlloc heuristic and the LR heuristic. However, with the value of $P$ increasing, the performance of the GA heuristic decreases. When the value of $P$ is greater than 30, the GA heuristic is outperformed by the LocAlloc and LR heuristics. For most problem instances, the LR heuristic generates slightly better solutions than the LocAlloc heuristic (except for the cases when $P$ equals 50 and 60). In addition, for all the problem instances, all the three heuristics outperform the best solution found by CPLEX after 4800 CPU seconds.

We next evaluate the quality of the solution found by the heuristics against three upper bounds. We consider the LR upper bound, the LP relaxation, and the best upper bound found by CPLEX after 4800 CPU seconds. Figure 5-2 shows the differences between the best solutions from the heuristics and the upper bounds. Figure 5-2 shows that the upper bounds of the solutions generated from the LR heuristic are slightly larger than the solutions obtained based on the relaxed LP problems. The reason is that, as described in Section 3.3.1, the LR has the integrality property and thus the upper bounds of LR will not be better than the ones of the LP relaxation. However, we later show that the LR upper bound can be obtained much faster than the LP relaxation solution. CPLEX provides the tightest bound since it improves on the LP relaxation solution. Overall, the results show that the best heuristic solution is always within 73% of the best upper bound obtained for all the problem instances.
To evaluate the convergence performance of the heuristics, we also compare the computational time for the heuristics to solve each problem instance, as depicted in Figure 6. From this figure, it can be seen that the LocAlloc heuristic always uses the least amount of computational time to generate the solutions for all the problems. The CPU time of the GA heuristic increases rapidly as the problem size increases. The computation time of the LR heuristic is higher than that for LocAlloc. In addition, the LR heuristic uses less time to solve the problems and generate the bounds than the LP relaxation does. Such running times can
be explained by the work per iteration and the observed total number of iterations for each heuristic (see Table 3). Although the GA heuristic on average takes less total iterations, its CPU time is worse than the other heuristics because the work per iteration is exponential.

Based on the performance comparison to the heuristics, it can be seen that all the three heuristics outperform CPLEX in terms of solution quality and computational time. In addition, the GA heuristic is more appropriate to solve the location problems with small sizes, for which it is able to generate better solutions with reasonable computational times. The LR heuristic and the LocAlloc heuristic are more suitable for location problems with larger sizes since they can generate better or comparable solutions with less computational times.

![Figure 6: CPU running times](image)

**Table 3. Work per iteration and the observed total number of iterations.**

<table>
<thead>
<tr>
<th>Heuristics</th>
<th>Work per Iteration</th>
<th>Observed Total Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA</td>
<td>$O(FIP + F^2 P^r)$</td>
<td>46 – 84</td>
</tr>
<tr>
<td>LocAlloc</td>
<td>$O(IPQq + JIP)$</td>
<td>320 – 620</td>
</tr>
<tr>
<td>LR</td>
<td>$O(J \log J + IPQq + JIP)$</td>
<td>920 – 2540</td>
</tr>
</tbody>
</table>

Where $I$ number of the demand points, $J$ number of candidate facilities, $P$ total number of facilities opened, $Q$ maximal quantity requirement, $q$ maximal quality requirement, $F$ population size of GA algorithm.

**4.2 Solving Problems for Emergencies with Sequentially Available Resources**
In this section, we consider the location problem of incrementally opening the complete set of the eligible facility sites in Los Angeles County. In a large-scale emergency, it will most likely be impractical to open all the sites at the same time due to the limited availability of the emergency responders and medical supplies (i.e. they do not arrive all at one time). Thus, it is likely that the sites will have to be opened sequentially. In this set of experiments, we gradually increase the set of facilities by 20 each time. Thus the numbers of opened facilities after each time interval are: 20, 40, 60, 80, 100, 120, 140, 160, 180, 200 and so on. Furthermore, we consider that once a facility is opened, it cannot be closed.

We use the LocAlloc heuristic to solve the series of location problems. To evaluate the solutions we also solve these problems by uniformly selecting facilities throughout Los Angeles County, which is a plausible solution strategy during an emergency. We refer to this solution as the uniform solution. Figure 7 depicts the coverage results obtained from the heuristic solutions and the uniform solutions including the primary (first facility) coverage, first quality level coverage, and both first and second quality level coverage for the sequential location problems.

![Figure 7: The coverage results with sequentially available resources](image)

From these results, it can be seen that the heuristic is able to generate much better location solutions than the uniform selection approach for all the location problems (except for the last one, in which the results are equal). Based on the solutions obtained from the heuristic, a significantly larger percentage of the population can receive the primary (first facility) coverage, first quality level coverage, and both first and second quality level coverage.
In addition, it is shown from the figure that most of the population is covered by the first 100 opened facilities and the later opened facilities provide only limited marginal coverage. This implies that during the emergency, the resources for the first 100 facilities should be deployed as early as possible so that the impact of the emergency can be mitigated and the life-loss can be minimized.

The above solutions are obtained by assuming that once a facility is opened, it cannot be closed. We next relax this constraint and then use the heuristic to re-solve the series of location problems. The comparison between the solutions to the relaxed location problems and the solutions to the original problems is depicted in Figure 8. It can be seen that in the new solutions, better coverage results can be obtained because the relaxation of the constraint gives the new location problems a larger feasible solution space and therefore better solutions can be achieved. However, opening and closing facilities provides only a slight improvement over maintaining the same opened facilities with the former approach being much more difficult to manage in time of an emergency.

![Figure 8: Coverage result comparison between the original and relaxed problems](image)

**5. Conclusions and Future Work**

A key ingredient in an effective response to large-scale emergencies is the prompt availability of the necessary supplies at the emergency sites. In this paper, we discussed how to determine the locations of the facilities in response to large-scale emergencies for maximal population coverage. A maximal covering location model is investigated, which addresses the unique features of the large-scale emergencies by providing each demand point with a multiple quantity of facilities located at different quality levels. In addition, we developed
three heuristics to solve the maximal covering problem in an efficient manner. The studied models and developed heuristics have been tested by using an anthrax emergency example in the Los Angeles County area. The results imply a good capability of the model in improving the population coverage and reducing life-loss during large-scale emergencies. Additionally, the computational performance of the three heuristics in solving different problem instances is evaluated and suggestions have been given in selecting the appropriate heuristic for different problem instances. Finally we studied the sequence in which facilities should be opened in response to a large-scale emergency. The examples have shown that the heuristics are able to generate facility location solutions in an efficient and effective manner. In comparison, the GA heuristic is more appropriate to solve the location problems with small sizes, for which it is able to generate better solutions with reasonable computational times; The LR heuristic and the LocAlloc heuristic are more suitable for location problems with larger sizes since they can generate better or comparable solutions with less computational times.

The maximal covering model studied in this paper is suitable for certain types of large-scale emergencies. However it may not be appropriate for all types of emergencies. For example, for emergencies in which all demand points in an area need to be simultaneously serviced or the worst case performance of the facilities needs to be avoided, the $P$-median or $P$-center model may be more appropriate to use. Detailed descriptions of different types of large-scale emergencies and discussions of the applicability of different location models to various large-scale emergencies can be found in Jia et al. (2005). Although the heuristics in this paper are developed to solve the maximal covering problems, they may be adapted to solve the $P$-median problems and $P$-center problems with multiple quantity and quality coverage requirement as well. For example, the GA heuristic can tackle the $P$-median and $P$-center problems with modifications only in the chromosome fitness evaluation step, based on the corresponding objective functions of the $P$-median and $P$-center models. Our future research direction will focus on developing the modified heuristics and then using them to test different $P$-median and $P$-center problems for other types of large-scale emergencies.
Appendix

The complete steps of the LR heuristic is as follows:

<table>
<thead>
<tr>
<th>1. Problem Initialization</th>
<th>(a) Read all the data related to the demand points and eligible facility sites;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(b) Initialize the lagrangean multipliers $\lambda_i$;</td>
</tr>
<tr>
<td></td>
<td>(c) Compute parameters $A_i, A_j, B_j$;</td>
</tr>
<tr>
<td></td>
<td>(d) Set initial $UB = +\infty$, $LB = -\infty$, and $\alpha = 2$;</td>
</tr>
<tr>
<td></td>
<td>(e) Set $UB_counter, Alaph_counter, Iter_counter = 0$; These counters are used to determine the execution of the LocAlloc heuristic, the update of the parameter of $\alpha$, and the total number of iterations of the heuristic.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Solve Relaxed Covering Problem</th>
<th>(a) Solve the relaxed covering problem (6), described in section 3.3.1, to obtain the optimal solution to the relaxed problem;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(b) Using the feasibility procedure in section 3.3.1, obtain a primal solution;</td>
</tr>
<tr>
<td></td>
<td>(c) Calculate the new UB and LB for the current iteration;</td>
</tr>
<tr>
<td></td>
<td>(d) Set $Iter_counter = Iter_counter +1$.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Bounds Update</th>
<th>(a) If the new UB obtained in step 2 is better than the UB found so far, update the UB and reset $Alaph_counter = 0$.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a-1) If the UB improvement is greater than the prescribed percentage level, apply the LocAlloc heuristic to update the primal solution and lower bound. Reset $UB_counter = 0$;</td>
</tr>
<tr>
<td></td>
<td>(a-2) If the improvement is less than the prescribed percentage, set $UB_counter = UB_counter +1$.</td>
</tr>
<tr>
<td></td>
<td>(b) If the new UB obtained in step 2 is not better than the UB found so far, ignore the new UB. Set $UB_counter = UB_counter +1$, and $Alaph_counter = Alaph_counter+1$;</td>
</tr>
<tr>
<td></td>
<td>(c) If $UB_counter$ is greater than a prescribed value, execute the LocAlloc heuristic to update the primal solution and lower bound. Reset $UB_counter = 0$;</td>
</tr>
</tbody>
</table>

| 4. Update Parameter $\alpha$ | (a) If $Alaph\_counter$ is greater than the prescribed value, set $\alpha = \alpha/2$. |

| 5. Update Lagrangean Multipliers $\lambda_i$ | (a) Calculate parameter $f^n$ using (7) and update the Lagrangean multipliers $\lambda_i$ using (8). |
6. Check the Heuristic Termination Conditions

(a) If any one of the following conditions is satisfied, stop the heuristic and output the bounds and solutions to the problems;
   (a-1) Iter_counter has reached the prescribed value;
   (a-2) The UB equals The LB; The optimal solution has been found;
   (a-3) The value of the parameter $f^*$ is less than 0.01; A duality gap exists;
   (a-4) The total demand point coverage has been achieved. The optimal solution has been found.
(b) If none of the termination condition is satisfied, go to step 2 and continue the heuristic.
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